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About Acryl Data

Company

Founded early 2021 by data engineers from LinkedIn, 

Airbnb

Learn more at acryldata.io

What we do

Bring clarity & control to complex data ecosystems by 

driving forward the open source DataHub project 

Team

14 FTE, 3 interns, 5+ puppers

http://acryldata.io
https://datahubproject.io/
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What is DataHub?



What is DataHub?

DataHub is an open source metadata platform that enables Data Discovery, Data 
Observability, and Federated Governance on top of a high-fidelity Metadata Graph. 

Learn more datahubproject.io

https://datahubproject.io


What is DataHub?

See it in action! → demo.datahubproject.io

https://docs.google.com/file/d/1Vj22yHFUE-wO-CL-fPGkWN-ZhLHclAV5/preview
http://demo.datahubproject.io


What is DataHub?

AdoptersIntegrations

The #1 Open Source Metadata Platform



Community



The DataHub Way

󰗍  Shift Left

Declare metadata 
at source

Collect metadata 
in real time

⚡ Active Metadata

Put metadata to 
work in the 
operational plane

🔄   Metadata 360

Bridge the gap between 
technical and logical 
metadata to create a 
“360-view”

MetaOps Principles



What is Data Reliability?



What is Data Reliability?

Reliable -> “consistently good in quality or performance. Able to be trusted.” - Oxford dictionary 

Reliability -> “the overall consistency of a measure” - Wikipedia

Data Reliability can be thought of as the overall consistency of  ___________Data Quality



Quality vs. Reliability



Realizing Data Reliability



Why should I care?
Data is becoming a product.

Availability, timeliness, correctness will continue to grow in importance



Challenges

Complexity 

…And changing quickly!

Scale 



Challenges

Unders Monday morning for a data platform engineer

An emergent challenge: Separating signal from noise



Building for Data Reliability





Independent producer and consumers



Paern 1: Consumer-side Validation



Paern 1: Consumer-side Validation

Downsides: ad-hoc / inconsistent, partial coverage, duplicative eorts

Contract-on-read

Input Table Exists 

Row count > 0



Paern 2: Async Validation

Run 
periodically



Paern 2: Async Validation

 ✅  Id column is distinct
 ✅  Age column is not null
 ✅  Row count > 1000 and < 2000
 ✅  Stdev of height column < 6.5

Run 
periodically



Paern 2: Async Validation

 Downside: Bad data propagates by default

 ✅  Id column is distinct
 ✅  Age column is not null
 ❌  Row count > 1000 and < 2000
 ✅  Stdev of height column < 6.5

Contract-after-write

Run 
periodically



Can we do beer?



An improvement: Sync Validation

The Communication Problem: How do consumers know? 

Contract-on-write

Upsides: Consistency, coverage, 
centralization



A New Approach
Metadata-Driven Orchestration



A New Approach
1. Report metadata



A New Approach
2. Check metadata

“Inserted 45 rows into Table”
“Table passed validation suite”

“Is input data up to date?”
“Is it passing validations?”



A New Approach

“Inserted 45 rows into Table”
“Table passed validation suite”

“Is input data up to date?”
“Is it passing validations?”

✅

  ✅

✅

Run

Run

Run

2. Check metadata



A New Approach

“Inserted 45 rows into Table”
“Table passed validation suite”

“Is input data up to date?”
“Is it passing validations?”

❌

❌

❌

Block

Block

Block

2. Check metadata



A Practical Example



A pipeline from scratch
Prospective 

Adopters



A problem: Delayed Data
 

One day…

Prospective 
Adopters



A problem: Delayed Data
 

One day…

Prospective 
Adopters

…bad emails



DataHub Operations 



Reporting Operations

Define Inlets and outlets with Datahub Dataset

Report operation data on success

Setup a datahub connection

Report operation data for all task outlets to Datahub

Create an operation reporter



DataHub Operations 

Bonus: Report custom metadata! Bonus: Verify custom metadata!



DataHub Operations Circuit Breaker

Set up an Operation Circuit Breaker Sensor

List of dataset urns to check for operation data

The time delta we expect to have operational data

Also available as operator, and direct Python API 



Demo

https://docs.google.com/file/d/1GocwzmVaT1PUsPcsmZo-nkV8q9d-WR4d/preview


Another problem: Broken Data
 

A few months later… 

Prospective 
Adopters



Another problem: Broken Data
 

Prospective 
Adopters

A few months later… 

t > x && t < y



Another problem: Broken Data
 

Prospective 
Adopters

A few months later… 

…no emails

t > x && t < y



DataHub Assertions
 



Reporting Assertions
 

Step 2: Run assertions and push result to Datahub

Step 1: Define Assertions



DataHub Assertions
 



DataHub Assertions Circuit Breaker

Set up an Assertion Circuit Breaker Operator

List of urns we want to check assertion status

If we want to check assertion happened after 
the dataset was last updated



Demo

https://docs.google.com/file/d/1YNZ_CASQHYmqln-ZQFNlk9BINMAx2U1R/preview


Another problem: Broken Data Part 2
 

A few weeks later…

Prospective 
Adopters



Another problem: Broken Data Part 2
 

Prospective 
Adopters

A few weeks later…

Age > 1



Another problem: Broken Data Part 2
 

Prospective 
Adopters

A few weeks later…

Tests can’t catch everything

…no emails
Age > 1



DataHub Incidents
 

Step 1: Raise 
Incident



DataHub Incidents
 



DataHub Incidents Circuit Breaker

Set up a Datahub Connection

Define an Incident Circuit Breaker

Get all the inlets for the task

Circuit break on any active incident



Demo

https://docs.google.com/file/d/1U1SnrlOIWhxmwjvvzABBHuPVPgDOCnq3/preview


Revisiting Reliability

?
How to handle 100s 
of DAGs?
1000s of Datasets?



Achieving Scale: Centralizing Control

Key characteristics of a solution

- Leverage: Decouple Policy Definition from Policy Enforcement / Evaluation

- Flexibility: Seamless Policy Evolution  

- Configurability: Apply targeted policies to most important assets 

- Usability: Integration by default



DataHub Tests
 



DataHub Tests
Central policy definition, distributed enforcement 



DataHub Tests Circuit Breaker
 

Step 1: Define Task policy in airflow_local_seings.py 

Define a task policy which get applied to every task in 
every dag

Set up Datahub Connection

Create a Metadata Test Circuit Breaker

Check if all the metadata tests pass for all the inlets of the task



Demo

https://docs.google.com/file/d/1MNgnTS0mdGCQ1Y0pamWNSwXd3TkDQemv/preview


Realizing Reliability
Preventative Metadata: The DataHub Reliability Toolkit



Summary

🌟  Data Quality -> Availability, Timeliness, Correctness

📈  Data Reliability -> Data Quality through time

A new approach: building for Data Reliability using Metadata-driven Orchestration 

How the DataHub Operational Toolkit can help Airflow users:

🕗  Operations -> availability, timeliness

✅  Assertions + Incidents -> correctness 

📋  Tests  → achieving scale 



Try Acryl DataHub 
https://www.acryldata.io/sign-up



Join the MetaOps Movement
acryldata.io
datahubproject.io
slack.datahubproject.io
@datahubproject

https://acryldata.io
https://datahubproject.io
https://slack.datahubproject.io
https://twitter.com/datahubproject


Try Open Source DataHub



Acryl Data is Hiring!



Questions?
john@acryl.io 
tamas@acryl.io 

mailto:john@acryl.io
mailto:tamas@acryl.io

