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Data Quality: The Data itself, and how it flows

- Data itself
- Field-level metrics: null rate, uniqueness, etc
- Freshness and volume
- Schema

- Data flow / processing
- DAGs and tasks
- dbt pipelines
- Databricks jobs



Phases of a data incident

- Prevention
- Detection
- Resolution



Airflow operators
Detection/Prevention - field level

- PythonOperator with an error
- SQLColumnCheckOperator: evaluates fields in isolation
- SQLTableCheckOperator: allows evaluation of multiple fields
- SQLCheckOperator: evaluates single row returned
- ShortCircuitOperator: skips but do not stop/alert

Skips silently, email on failure

Show code example / DAG image, talk about detection vs prevention



Great Expectations / dbt tests

Detection/Prevention, field-level

- More descriptive
- Integrates with Slack, Email
- TODO: Can be used as CB?

Show GE snippet example

Show dbt DAG or snippet or output



Monte Carlo monitors Detection/Resolution



Monte Carlo monitors Detection/Resolution



Monte Carlo monitors Detection/Resolution



Monte Carlo circuit breaker Detection/Prevention

https://pypi.org/project/airflow-mcd/



Lineage

Resolution - Data at rest + Data flows

- Which tables are affected by a data quality problem upstream?
- Is there something in common among apparently unrelated data issues?
- Are there reports affected downstream by this data issue? Which ones?
- Which job(s) populates this table?



OpenLineage

- Marquez
- Astronomer

Show Marquez screenshot



Monte Carlo lineage Resolution



Airflow failures Resolution



Airflow failures Resolution



Airflow failures Resolution



Airflow failures Resolution



Conclusion



Questions?

mdediana@montecarlodata.com
@cjcjameson on Twitter

www.montecarlodata.com



What do you do with DAG/Task failures?

- do you get an email? A slack? Some other notification?

- is it one data engineer? The whole team? An on-call rotation?

- which DAGs are configured to alert to which channels? Some are more 
important than others; some are owned by different teams; who will respond?



Monte Carlo: Airflow failures with tons of context



Managing a legacy, failing Airflow setup



You can review Airflow executions with Databand



Airflow-over-Databricks: review runtime duration


