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Genesis: “Scheduler Performance Issue”

● 300 DAGs generated from one python file is OK

● 300 DAGs from 300 python files overwhelms the Scheduler

● WHY ?



Experimenting to understand the problem

● Hypothesis: Scheduler is slow because it has many files to parse
● Experiment: Vary the number of dags

200 100 25

● Understand the results:
○ Parsing time: ~300ms/file (logging.dag_processor_log_target=stdout)
○ Done every 30s in 2 processes means >200 DAGs is too much



We already have solutions!

● Increase the parsing interval

scheduler.min_file_process_interval=120

● More processes

scheduler.parsing_processes=4

● Run the DAG processor separately

scheduler.standalone_dag_processor=True

airflow dag-processor



What is taking so long ?                                                   👈 title under here



What is happening ?

● 1 process per DAG parsed
● Working on a copy of the memory of the main process
● Imports are discarded when we’re done with the dag.

● Software optimisation is very often identifying what is repeated, and then 
finding a way to do it only once.

● We found what was repeated
● How to do it only once ?



Solutions

● Communication between processes ?

● Stop using 1 process per DAG ?

● Do the imports in the main thread before forking ?



Results



About those usages of Variable…

● Not too slow when using a local DB

● …but as soon as there are network calls, it’s bad

● Default settings: 300ms/DAG

● With AWS Secret Manager: 800ms/DAG



Solution: don’t do it ?

● Don’t use Variables in top level DAG code

● It’s bad practice

● The documentation says you shouldn’t do it

● …

● Users do it anyway



Adding a cache always solves everything

(no)

(but yes)



There is now an optional cache on Variables

● Uses Python’s multiprocessing.Manager

● secrets.use_cache=true

● Caveats!

● I can make arbitrarily good looking benchmarks

And Connections
Only during parsing

It’s experimental



Conclusion

● You don’t have to be an expert to have an impact

● Just time and motivation to investigate



Questions?

Get in contact:
vandonr@gmail.com

linkedin.com/in/vandonr
or on Airflow Slack


