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Linkedin by Numbers

Caters to >1 billion members as of Jan 2024.

Every Minute:
- More than 13K connections are formed
- 7 people are hired through Linkedin
- More than 9K members apply for jobs
- Globally, more than 1.5M feed updates are viewed
- Globally, ~138 hours of learning content is consumed



What are deployments

• Deployments are last mile in SDLC to delivery feature to customers

• Application(s) can be deployed through
• Manual deployments
• Continuous deployments



Landscape of deployments in Linkedin
Given the scale of Linkedin, we have to support

● Stateless services
● Stateful services
● Offline services (Flink / Airflow’s latest build & DAGs)
● ML Models



Scale of deployments at Linkedin

Any guess on how many services we have at Linkedin ?

Any guess on how many deployments we do at Linkedin ?



Deployments in Linkedin

Number of services ~ 7k

Number of unique pipelines (aka DAGs) ~ 12k

Number of deployments per month ~ 1 million



Deployment Staleness 



Why Rebuild?
● Existing solution was  built around single service paradigm

● Does not support complex workflows

● Lack of trust on validation tools

● Onboarding new deployment schedulers / validation tools was 
expensive and painful

● Workflow schema was to verbose and leaked implementation details



Personas

● Platform Admin 

● Our Partners 

● Our Users



Linkedin’s continuous deployment vision
● Modular Design

● Democratise the Platform for Partners

● No Code Low Code Pipelines

● Single Deployment Solution across Linkedin

● Increase continuous deployment adoption

● Engineering efficiency metrics

● Enforce best deployment practices 

● Re-enforce trust in validation tools across Linkedin
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Orchestration Ecosystem



Actions Ecosystem

● Portable pipeline steps as Docker containers 

● Able to perform almost ANY pipelines

● Actions can be authored any language
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How we rollout features?|Action Version Upgrades

Variables to the rescue



How we rollout features?|Zero Downtime upgrades



Disclaimer

We are NOT an Airflow as a platform team at Linkedin!



Pipeline Governance 

● Operate on only one production colos at a time

● Pause Between Fabrics

● Decide at runtime which colos to deploy

● Ensure all pipelines are enforcing policies



Observability | Actions Ecosystem

How will different persona will debug things.

● Admins

● Action Owners

● Users



Low code, no code | Onboarding
Build your pipeline by just answering a few questions through CLI/UI. 

Answer:

● what : deployable-foo
● how: K8s
● where:

○ Target-colo1 (ei1)
○ Target-colo2 (lit-1)
○ …



Pipeline intent to Airflow DAG



Pipeline intent to Airflow DAG



Migration Goals and Challenges

● No efforts from users to migrate to our new platform

● Coordinate parallel migration across deployment stack (moving to k8s)



Validation Actions
● Canary Validation 

● Test Manager (Run Integration Tests)

● Epsilon (Replays prod traffic on set of hosts)

● Smart Canaries (Real time detection of which colo to deploy based of traffic 

patterns)

● And many more



Newer use cases supported

● Support for touchless Schema Deployment

● Support for Stateful services (e.g Pinot)

● Support for provisioning clusters

● Scheduled deployments

● (Future use cases ) Support for chaos monkey



Q&A


