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Astronomer

100%
Drives 100% of Airflow releases

The driving force behind Apache Airflow
5 offices  |  249 employees  |  247 worldwide support

18 of 25
18 of the top 25 committers on 

board, 8 PMC members

55%
Of Airflow code contributed

30K
30K Airflow students in Academy 

ecosystem



Data Team
● Centralized Data Team
● Building critical operational 

and analytical pipelines 
with Airflow

● Product Influencers
○ Providing a Data-First 

Perspective



Deliver Data and Insights

Ingest Models Maps Metrics Marts Reporting

CUSTASTRO

Sales Funnel

Cust. Usage

ICP/ICJ

Scoring

Flow Exposure

Transform and Propagate

Data Team Ecosystem

Our day-to-day work is standard ELT
Ingest External Sources

CRM

+
acct_id
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org_id
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CRM
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+

Astro ASTRO
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What we do

Application 
Integrations

Centralized 
Analytics

Sales 
Alerting

Cost Controls

Outbound 
Marketing

Account 
Scoring

Billing Embedded 
Dashboards

Warehouse 
Governance

Ad Hoc 
Analysis

rETL

Product 
Testing

To name a few…



Our Initial Architecture
Focused on governance and onboarding.

A DAG Factory
Quickly stand up 
pipelines.

● Abstracts Airflow
● Remain in a 

familiar context
○ Generate 

tasks from 
SQL, R, YAML, 
Notebooks, 
etc.

Custom TaskGroups
Standardizes pipeline 
operations.

● Prioritizes code 
reusability

● Contract 
mechanism for 
production 
suitability

Sensors
Manage cross DAG 
dependencies.

● Asynchronous 
when possible



Configuration as Code

1 file = n tasks!
Create a table; get 
documentation and 
testing come free.

calendar.sql



And this was great!

26k Daily 
Tasks

26k Daily 
Tasks



Until it wasnʼt…
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Brainstorming the Solution
Focused on scalability and reliability

How do we solve our 
sensor problem?

Datasets

How do we solve the 
visibility issue of 

datasets?

A Control DAG

How do we build a 
Control DAG thatʼs 

scalable?

Airflow



Our DAG Dependency Graph



But… make it functional
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Our Re-Architecture
Focused on scalability and reliability

Dataset Scheduling 
= 

Increased Reliability

End to End Visibility 
=

Increased Confidence

Micro-Pipelines 
= 

Failure Minimization







Avg. Hourly Run 
Duration

8.4 min improvement



Avg. Daily Run 
Duration

1.7 hr improvement

Avg. Hourly Run 
Duration

8.4 min improvement



Pop Quiz



What is the most commonly used operator?

A BashOperator
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What is the most failure prone operator?

A BigQueryCheckOperator

C SSHOperator

B EmptyOperator

D PythonSensor
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How many tasks in 
a DAG?
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4k+
Max

90%
<= 20 tasks
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Thank you!
Any questions?


