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Agenda

● What is Circle
● Our Data Platform Problem
● The Proposal
● Automating CICD
● QA Testing DAGs
● Managing Vars & Configs
● Improvements & Astronomer



What is Circle?
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Dollar
stability

Stable value

Used internationally

*Regulated

24/7 near-instant settlement

Fewer intermediaries

Lower costs

Real-time traceability

Blockchain 
efficiency+

*A list of Circle's licenses can be found here

https://www.circle.com/en/legal/licenses


What We Do
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Circle’s full-stack platform for building on-chain

Flexible, secure wallet 
infrastructure for 

blockchain use cases.

End-to-end tooling for 
creating, deploying, and 

managing smart contracts.

Automate funds flows, 
tokenize assets, and 
connect with DeFi.

*Services are provided by Circle Technology Services, LLC (“CTS”). Services do not include financial, investment, tax, legal, regulatory, accounting, business, or other advice. CTS is only a provider of software and related 
technology and is not engaged in any regulated money transmission activity in connection with the services it provides. For additional details, please click here to see the Circle Developer terms of service.

Move USDC securely across 
supported blockchains for 

digital asset swaps, 
seamless user deposits, 

and on-demand treasury 
rebalancing.

US dollar stablecoin that’s fully reserved and 
redeemable 1:1 for USD, powering payments 

and financial services in your app.

Euro stablecoin that’s fully reserved and 
redeemable 1:1 for euro, powering payments 

and financial services in your app.

https://console.circle.com/legal/developer-terms






Data 
Engineering @ 
Circle

Scale of our Orchestration

● Total Data Ingested Per Minute: 1.42 GB (approximately)
● Total Data Ingested Per Hour: 85.02 GB (approximately)
● Total Data Ingested Per Day: 2.04063 TB (approximately)
● Total Data Ingested Per Month: 61.21901 TB (approximately)



Data 
Engineering @ 
Circle

Scale of our Orchestration



Problems 
 

More visibility into approvals and 
centralization of our code pipelines

Improved ways to assure our 
environment configuration parity across 
MWAA environments

Reduce frequency of Web Server outages



Objective

● Centralize the process of deployment, approvals and other key development cycle 

pillars to Github Actions in our Orchestration repo. 

● Introduce a static testing framework to enable quality assurance, operator, smoke 

and core component testing to increase due diligence on Airflow upgrades 

● Automate the continuous deployment of airflow.cfg , critical airflow environment 

variables, source code DAGs. 

 



Architecture Proposal



Pipeline 1 - Circle Airflow Image

● Triggers on changes to requirements.txt  

● Installs our common python wheel and dependencies on a docker image for use in pipeline 

and locally 

● Versioned to your pull request  

● Solely used for development purposes and environment mobility outside of MWAA 

 



Pipeline 2 - CICD

● Triggers on changes to our DAG src 

commits 

● Check for linting using pre-commit 

server side task 

● Verify variables added are in all stages 

● Quality assurance test to check the dags 

for configs 

● Deploy code to respective MWAA S3 

buckets 

 



Quality Assurance Test

● Checks all DAGs in the dagbag for case 
conditions. 

● Example 1: Check that all DAG Owners are set 
● Example 2: Check the duration to parse the DAG 
● Example 3: Check if dag_id == file_name

 



Continuous Deployment

● Devs still have to manually add DAGs to Dev 

MWAA  S3 

● Gated approval on deployment to staging and 

pre-prod MWAA 

● On merge our environment config deploys to 

Prod MWAA 

● Startup script installs variables and airflow.cfg 

into environments only when we invoke the 

update through the console. (Have the option to 

invoke through code)

 



Pipeline 3 - Airflow Orchestration Repo Test Suite

● Triggers on changes to specific DAGs (boilerplate) 

● Pulls Airflow developer image to map dependencies to incoming changes 

● Smoke tests may include verifying datahub lineage, additional logic on import 

● Unit Tests assure our core base operators function upon each update 

 



PyTest Unit Test Suite

● Checks for import errors in the scheduler 
● If dag magical condition is met then pass 
● Mocking to meet the needs of the test case 
● Currently completed with RDS type dags

 



Environment Variables

CICD Var Value UI Console Var Value Output

USDC TETHER USDC

USDC None USDC

None USDC None

None* USDC* USDC



Learnings: Data Quality Framework

● Create a temp table for the insert query result 
● Run dq check on the temp table 
● If check passes, will merge the temp table into 

temp table, then delete the temp table 
● If check fails, fail the task and log the failure 

reason and temp table name. (temp table will 
be deleted in 7 days) 

● Example DQ Checks: 
○ DataQualityDuplicateCheck
○ DataQualityAcceptedValueCheck
○ DataQualityMetricValueCheck

 

 



Learnings: Web Server Outages

● Scale Up? 
● Increase connection Pool size 
● Set schedule_after_task_execution to False 
● Stagger DAG Runs 
● Use a connection pooling service like 

PgBouncer 
● Set celery.pool equal to solo 
● MWAA source code was causing WebServer 

to crash and required an immediate 
upgrade to a later airflow version. 

● Upgrade to a later stable version 

 

 



Learnings: Airflow + Data Hub & Lineage

● Notify downstream dependencies for pipeline failures 
● Enforce lineage checks for our pipelines 
● Capture node graph of our interconnected data platform 
● Better discoverability with tagging and labeling scheme 

 



Exploring Astronomer for Managed Airflow

● Kubernetes Executor 
● Managing Airflow Environments using Docker Images 
● Ephemeral Airflow Environments 
● Local Airflow Development  
● Reduced Environments & Cost Effective 

 

 



Exploring Astronomer for Managed Airflow

 



Future Work & Other Tricks

● Exploring Astronomer 
● Expanded Unit Testing for Circle 

maintained Operators 
● Variable race condition 
● CICD Observability 
● Lineage & DataHub 
● “Dataset” States & Backfill intelligence 

 

 



Additional Resources


