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What is an Executor?

Local
Runs inside the Scheduler process

● Debug
● Local
● Sequential
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Remote
Scheduler triggers an external worker

● Celery
● Dask
● ECS
● Kubernetes
● etc

“Executors are the mechanism by which task instances get run.”



● Location-sensitive restrictions

Why Create A Custom Executor?

●  Are tasks executed locally or remote?
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● Noisy neighbors

● Task startup time

● Preferred cloud provider



● Handle failed tasks

Six Main Parts of an Executor

● Start
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● Sync running tasks

● Try to run new tasks

● End (graceful exit) / Terminate (forced exit)

● Try to adopt task instances [OPTIONAL]



Real-world 
   Example  
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AWS ECS Executor

Advantages

● Resources like CPU, memory and 
disk are isolated to each individual 
task

● You can build different container 
images per task

● Compute resources only exist for 
the lifetime of the Airflow task 
itself
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Disadvantages

● Every task runs on a separate 
container, which takes time

● Config must be consistent 
across deployment

● Requires an existing ECS Cluster

Each task that Airflow schedules for execution is run within its own ECS container.



● Start
○ Ensures ECS Cluster is active and responding to requests

AWS ECS Executor
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What is it actually doing?
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AWS ECS Executor
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What is it actually doing?
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What is it actually doing?

● Try to run new tasks
○ Loads all submitted tasks and attempts to run them
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What is it actually doing?

● Sync
○ Update state on all running tasks

● Try to adopt task instances
○ Check ECS Cluster for existing running tasks





● Handle failed tasks
○ Attempt any retries if applicable, otherwise log the error and remove the task from queue
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Questions?

Executor Source These Slides


