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Do you want to:

Schedule DAGs with complex 
dataset conditions?

Combine dataset updates and 
time-based triggers for flexible 

scheduling?

Explore new API endpoints for 
managing datasets?

Use DatasetAliases for dynamic 
scheduling?



Real World Application

Batch Processing in 
Real-Time 

Machine Learning 
Model Training

 

Data Synchronization





1. Introduction to Data-aware Scheduling
2. Advanced Scheduling Techniques
3. API Endpoints for Dataset Management
4. Scheduling DAGs with DatasetAlias
5. Best Practices & Tips
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Introduction to Data-aware Scheduling

What is a Dataset?

● A dataset is a logical representation of data that DAGs can produce or 
consume.



Introduction to Data-aware Scheduling

What is Data-Aware Scheduling?
● Scheduling DAGs based on your data changing, using Datasets.
● In Airflow 2.4, you can now schedule DAGs to run based on dataset updates in 

addition to time-based triggers.



Introduction to Data-aware Scheduling

How It Works:
● Producer DAGs
● Consumer DAGs



Conditional dataset expressions
From Airflow 2.9 and later

And ( & ) OR  | 



Create more complex dataset expressions





Combined Dataset and Time-Based Scheduling



API Endpoints for Dataset Management

API Documentation: Dataset API Endpoints

https://airflow.apache.org/docs/apache-airflow/stable/stable-rest-api-ref.html#tag/Dataset


Real-world example of Handling Out-of-Sync 
Triggers in Dependent DAGs

Scenario:

● Two DAGs (produce_dataset_1 and 
produce_dataset_2) generate 
DATASET1 and DATASET2 on a daily 
basis.

● ETL_pipeline depends on both datasets 
being updated on the same day before 
it triggers.



Real-world example of Handling Out-of-Sync 
Triggers in Dependent DAGs
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Real-world example of Handling Out-of-Sync 
Triggers in Dependent DAGs

Solution:

queuedEvent API endpoints are introduced to manually adjust trigger timestamps 
after out-of-sync events.

● Use API Endpoint: DELETE /dags/{dag_id}/datasets/queuedEvent/{uri} to 
delete produce_dataset_2 DAG for DATASET2 for Day 2.



Scheduling DAGs with DatasetAlias

What is a DatasetAlias?

● DatasetAlias Airflow 2.10 is an 
object that can be associated to one 
or more datasets and used to create 
schedules based on datasets created 
at runtime`



Scheduling DAGs with 
DatasetAlias

Dataset aliases enable dynamic DAG 
triggering by resolving aliases to actual 
datasets during runtime, allowing 
flexible scheduling.



https://docs.google.com/file/d/1YC2bXib8LA199sFAH1qf0UBPjJGxM6Sw/preview




Best Practices and Tips

Design DAGs 
with Clear 
Dataset 
Dependencies 

Monitor and 
Reset Dataset 
States Using 
API Endpoints

Handle 
Out-of-Sync 
Scenarios 
Proactively

Use 
DatasetorTime
Schedule for 
flexibility



Interested to know how this was 
implemented?



Thank you!
Any questions?


