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About Me

● Been with Instacart ~4 years

● Worked across different platform 
teams building systems, frameworks 
and libraries along the way.

● Live in SF Bay Area

● https://www.linkedin.com/in/anantag/

https://www.linkedin.com/in/anantag/
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State of Airflow (earlier)

● A combination of legacy Airflow clusters, used by 
multiple teams.

● No central team to manage them!

● Older versions

● Limited visibility and monitoring

● Scalability issues.

Part 1 - Instacart’s Airflow Journey



State of Airflow (now)

1. One Central Airflow Cluster

a. Managed by the Data Infra team

b. Airflow 2.7.3 with upgrades every 6 months

c. Infra as Code!

d. Support for multiple use-cases and remote executors.

e. High auditability with compliance controls.

2. All new workloads and use-cases onboard to the Central cluster.

3. Migration of workloads on legacy cluster - one set of workloads every 
quarter.

Part 1 - Instacart’s Airflow Journey



State of Airflow (future)

1. One Central Airflow cluster across the company.

2. New clusters only on a case by case basis.

3. Legacy clusters removed and all workloads migrated. 

Part 1 - Instacart’s Airflow Journey



Use Cases powered by Central Airflow at 
Instacart

Part 1 - Instacart’s Airflow Journey

Snowflake <> 
Delta 

pipelines

Non-dbt 
pipelines

GSheets, Jira, 
Incidents etc. 

data 
movement

dbt pipelines



How we use 
Airflow at 
Instacart



Central Airflow Usage by the numbers
Part 2 - How we use Airflow at Instacart

● ~3 years in production

● ~2200 DAGs

● ~16M tasks/month

● <3 critical incidents over the past 2 years

● Snowflake, Databricks, dbt, Custom ECS 
Operator

● Airflow version upgrades every 6 months.

● 99.5% task success rate

● Separate Production and Development 
environments



Part 2 - How we use Airflow at Instacart

Airflow Deployment at Instacart
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Airflow Worker Deployment at Instacart
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Abstract away DAG Configurations
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Part 2 - How we use Airflow at Instacart

● Infrastructure as code!

● Easy to scale and configure 
resources

● Easy to spin up new clusters

● Consistency across DEV and PROD 
environments.

● Auditability and Compliance controls

Terraform-ized Airflow







Development Friendly CI/CD
Part 2 - How we use Airflow at Instacart



Monitoring and Alerting
Part 2 - How we use Airflow at Instacart

● Monitoring as a first class citizen!

● Airflow Platform Monitoring

● DAG Monitoring

● Providing abstractions to create 
monitoring resources easily



Part 2 - How we use Airflow at Instacart





Key 
Takeaways
Our Recommendations!



Part 3 -  Key Takeaways

Key Takeaway 1: Building Abstractions
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Key Takeaway 2: Terraforming Resources



Part 3 -  Key Takeaways

Key Takeaway 3: YML DAGs & Remote Executors!



Part 3 -  Key Takeaways

Key Takeaway 3: DAG abstractions & Remote Workers!



Questions?

● Find me on Airflow’s community slack

● https://www.linkedin.com/in/anantag/

https://www.linkedin.com/in/anantag/

