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Booking.com

● Largest online travel company 
in the world

● Originally only offered 
accommodation bookings, 
currently offering a wide range 
of travel related services 
(connected trip).

● To accommodate this, we are 
in the middle of a data 
modernization program.
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● 100M+ monthly active 
users

● 24/7 operations

● 150+ Data Engineers
● 350+ Data Scientists & ML 

Engineers
● 1000+ Analysts

● ~100 TB ML inference 
events per day

● Many PT of data
● Very LARGE on-prem 

Hadoop

Booking.com
Premiere Online Travel Retailer

100M+ >1500 XXX PB



WORKFLOW MIGRATION



Workflows - old stack 
Hadoop, Oozie, Apache Spark on Kubernetes
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Workflow Management Platform
(Orchestrator Platform)
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WFM Platform Design



How we setup the Airflow installation
● Used Airflow community helm chart as the base
● Adapted it to deploy on Booking kubernetes 

service (BKS)
○ Booking Sidecars to support service discovery, S2S 

authentication and authorization
○ s3-sync sidecar to sync workflow.py DAG files from S3 to 

Airflow
○ Fluentbit sidecar to ship triggerer logs to Opensearch 

(Kibana)
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Workflow definition (first glimpse)
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Workflow definition (Why?)
● Abstraction for users

○ Writing a workflow.yaml instead of a python DAG
○ Not having to worry about internals of how a computation job runs

● Standardized templates
○ Platform team owns the templates

● “Pluggable” Airflow Backend
● Ease of enabling governance
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Workflow.py on Airflow
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Workflow Steps - Deferrable Operators
● All step templates are Deferrable 

Operators
○ Typically make API calls to do a POST
○ And then waiting for completion (GET calls)

● Helps us scale better (lightweight 
workers)

○ Actual polling happens inside the triggerers
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Airflow as pure orchestrator
● Integrations

○ Data Availability
○ Data Compute Service

● Actual computation runs on 
Spark on kubernetes / 
snowflake (dbt)
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Workflow Access
● One access policy for a 

collection of workflows
● Users login via Okta, get access 

to specific workflow DAGs
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Workflow Alerting
● Integration to AlertAPI 

(Booking internal tool)
● Boilerplate code to send 

failure alerts
● Users can subscribe to alerts
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Shifting to Astronomer
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WFM Platform - Astronomer-powered



Shifting to Astronomer-managed Airflow
Why?

What changes?

Learnings
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Shifting to Astronomer: Why?
Internal adoption of Airflow rapidly grows

Takes care of reliability (uptime, on-call)

Easy upgrade to newer Airflow versions

Easy [auto]scaling

Support engineers
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Shifting to Astronomer: What changes?
Network integration for accessing internal systems

Service-to-service authentication

DAG deployment flow

User access

Infra-as-code
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Shifting to Astronomer: Learnings
Doing a proof-of-concept of integrating a vendor into your infrastructure 
helps uncover a lot of small issues you often don’t think about after using 
internally-streamlined deployment and communication processes.

Do cost analysis of different architectural decisions for your use case,
as yours might be different from a “typical” one
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Questions?

LinkedIn - Madhav Khakhar
LinkedIn - Alexander Shmidt

LinkedIn - Mayank Chopra   


