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Streamline your DataOps



About Us

Company

Founded 2018, 20 Engineers

Team

Data and ML Enthusiasts
Data Engineering, ML Engineering, Data Science,
Data Product
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Funding
Well Funded, Series A Stage, Leading VCs
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Stage

Daily production use in some of the world’s most exciting
data engineering teams

Fortune50 enterprises to 50 person startups
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Contributions

Functional DAGs (AIP31)
Scheduler Optimizations

In-Process Executor

Streamline your Pipeline Code with
Functional DAGs in Airflow 2.0

Jonathan Shir | Follow
Jul 13 - 5 min read

Intro — AIP-31

AIP — Airflow Improvement Proposal
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AIP-31 was developed collaboratively across Twitter (Gerard Casas Saez),

Polidea (Tomasz Urbaszek), and Databand.ai (Jonathan Shir, Evgeny

Shulman)

[AIRFLOW-6181] Add InProcessExecutor #6740

JEYBMY mik-laj merged 7 commits into apache:naster from databand-ai:feature/python_exccutor [ on Dec 12, 2019

(X Conversation 53 - Commits 7 B/ Checks 0

.

[DFiles changed 9

nuclearpinguin commented on Dec 5, 2019 - edited by dimberman ~

Make sure you have checked all steps below.

Jira

My PR addresses the following Airflow Jira issues and references them in the PR title. For example, "

[AIRFLOW-XXX] My Airflow PR"

o https:/fissues.apache.org/jira/browse/AIRFLOW-6181

Description

Here are about my PR, i

of any Ul changes:

Contributor

+@ -

Together with guys from Databand we created a new executor that is meant to be used mainly for

debugging and DAG development purposes. This executor executes single task instance at time and is

able to work with SQLite and sensors.

Using this executor you can debug your DAGS from IDE ﬁ

‘When we test DagFileProcessor.process_file method, we obtain the

following results:

Before (commit):

« Count queries: 1801

« DAG processing time: 8 275 ms

After (commit):

* Count queries: 5

« DAG processing time: 814 ms

Difference:

« Count queries: -1 796 (-99.7%)

« Processing time: -7 461 ms (-00%)
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Assignees

No one assigned

Labels

cheduler/Executor
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Problem Statement:
In data engineering teams today, it's hard to
know that pipelines are reliable.
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Data Engineering Stages

|dentify Need

Build

Observability

Make Sure it Works

Deciding that data is worth it,
realizing that analysts and
scientists need help, assigning
the appropriate resources.

Investing in tools that get data
from point A to point B, in the
structure that’s needed for
analysis or ML.

Investing in the Ops and CI/CD
practices required to ensure
reliability and safe iteration.

(Most Airflow companies here, part
of why Airflow was selected)
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DataOps Observability Pyramid of Needs

Data Trends

Are there important changes in the
data that | should know about?

Pipeline Latency
Is data arriving in a usable
window of time?
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Data Access

How do issues below, combined with org
policies, map to problems in how people
are actually working with the data?

Data Sanity

Is the data coming through valid
and complete? Are there errors in
the data itself?

Pipeline Execution
Is data flowing through my
pipelines?



What makes it tough?



Pipelines Are More Complex
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Standards Are Not Yet Defined

Crashes HTTP errors / network falures

App launches 9 wwe HTTP response time
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Details for Job 0

status: SUC
Completed Stages:

Completed Stages (2)
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Data Engineering Time is Precious

2X more job openings for data engineers than
data scientists

50% of companies don’t have enough backend
data engineers

180 hours a week spent on pipeline
troubleshooting at avg company

Stats from PulseQ&A research firm, 2018 dataops survey
Salary figures from Indeed queries
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Databand helps data engineering teams
ensure reliable delivery of quality data.

By providing deep monitoring on the health of data pipelines
(observability).

Collect, organize, and alert on pipeline metadata



How it Works

Orchestrator -
Airflow
@ Start ﬁ Finish
Task Engine
e & S% snowflake
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Demo



Instant View on Data Pipeline Health

Product Screenshots
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Contact us to learn more!
contact@databand.al

Always open to discussion, ideas, feedback



